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Abstract 

Coulomb-explosion velocity-map imaging is a new and potentially universal probe for gas-phase 

chemical dynamics studies, capable of yielding direct information on (time-evolving) molecular 

structure. The approach relies on a detailed understanding of the mapping between initial atomic 

positions within the molecular structure of interest and the final velocities of the fragments formed 

via Coulomb explosion. Comprehensive on-the-fly ab initio trajectory studies of the Coulomb 

explosion dynamics are presented for two prototypical small molecules, formyl chloride and cis-1,2-

dichloroethene, in order to explore conditions under which reliable structural information can be 

extracted from fragment velocity-map images. It is shown that, for low parent ion charge states, the 

mapping from initial atomic positions to final fragment velocities is complex, and very sensitive to the 

parent ion charge state as well as many other experimental and simulation parameters. For high 

charge states, however, the mapping is much more straightforward and dominated by Coulombic 

interactions (moderated, if appropriate, by the requirements of overall spin conservation). This study 

proposes minimum requirements for the high-charge regime, highlights the need to work in this 

regime in order to obtain robust structural information from fragment velocity-map images, and 

suggests how quantitative structural information may be extracted from experimental data. 
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1 Introduction 

Several new and exciting experimental techniques for probing isolated (i.e. gas phase) molecules with 

high spatial and temporal resolution have recently been developed, and are now sufficiently mature 

to provide fundamental insights into phenomena such as the time evolving coupled electron and 

nuclear dynamics of molecules immediately following photoexcitation. Examples include time-

resolved photoelectron spectroscopy,1-5 X-ray scattering,6 electron diffraction 7-9 and transient X-ray 

absorption spectroscopies.10-12  Key to each of these developments have been advances in the 

availability and the ease of use of ultrafast laser sources delivering femtosecond (fs), and sub-fs 13 

pulses across broad regions of the electromagnetic spectrum. These techniques all come with 

attendant challenges, however. Scattering and absorption methods require relatively high sample 

number or column densities, which limits the range of gas-phase systems amenable to study. Time-

resolved photoelectron spectroscopy is much more sensitive: each molecule that is photoionized 

reports directly via the ejected electron.  However, as with each of these new techniques, any full 

analysis of the measured data is heavily dependent on the availability of similarly cutting-edge theory, 

e.g. electronic structure calculations for the states involved in both the pump and the probe steps, 

and proper treatment of the excited state dynamics encompassing any non-adiabatic couplings en 

route to the ultimate products.  

Coulomb explosion imaging (CEI) – and its more recent variant Coulomb explosion velocity-map 

imaging (CE-VMI) – is another emerging technique capable of mapping photoinduced unimolecular 

reactions with high spatial and temporal resolution.14-40  A Coulomb explosion (CE) is a type of 

dissociation that occurs in highly-charged ions formed by rapid stripping of a large number of valence 

electrons from a molecule. Removal of valence electrons significantly disrupts, or even destroys, the 

chemical bonding, resulting in a set of proximal positively charged atomic or molecular fragments. The 

Coulomb repulsion between these fragments leads to rapid dissociation, or ‘explosion’, on a fs 

timescale. Given two assumptions, namely that (i) the initial ionization event is sufficiently fast that 

the nuclei do not move significantly while the electrons are being stripped, and (ii) the CE is ‘complete’ 

(i.e. the molecule dissociates into atomic ions), the initial atomic positions should be mapped in a well-

defined way onto the final atomic fragment velocities during the CE.  Measurement of these final 

atomic velocities can thus, in principle at least, provide detailed information on both the dissociation 

dynamics and the starting molecular structure. 

Various approaches have been employed to initiate CEs experimentally. In early experiments, beams 

of singly-charged ions were accelerated to extremely high kinetic energies and passed through a thin 

metal ‘stripping foil’ to remove valence electrons.41 These pioneering experiments, and follow-up 
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simulations, illustrated very clearly the potential of CEI methods for determining the structure 

(stereochemistry) of then very topical small polyatomic cations such as C2H3
+ 42-44 and CH4

+.45 In more 

recent approaches, the molecule of interest is prepared in a molecular beam, which is intersected by 

an ultrafast laser pulse, as shown schematically for a CE-VMI experiment in Figure 1. Interaction with 

a high intensity infrared fs laser pulse, for example, can lead to loss of multiple valence electrons – via 

multiphoton ionization or strong-field ionization, or some combination of the two.31 If, as is usually 

the case, the laser pulse is linearly polarised, this results in an aligned sample of highly charged parent 

cations primed for explosion.  In some experiments, an additional longer-duration strong-field ‘pre 

pulse’ is used to align or orient the neutral parent ions prior to interaction with the fs pulse that 

initiates CE.22-24,26 As an alternative to a high-intensity infrared pulse, an XUV laser pulse can be used 

to ionize one or more core electrons, with multiple valence ionization and subsequent CE occurring 

following an Auger cascade. The nuclear dynamics of the CE appear to be relatively insensitive to the 

mechanism of the initial ionization event, though comparative studies have suggested that ultrafast 

XUV photoexcitation may result in somewhat faster ionization and fragmentation.24 

In the setup shown in Figure 1, the nascent CE products are accelerated by an electric field along a 

flight tube to a position-sensitive detector. Fragment ions with different mass-to-charge (m/z) ratios 

are accelerated to different extents by the extraction field and become separated in time as they 

traverse the flight tube.  The ion detector typically comprises a pair of microchannel plates coupled to 

a fast phosphor screen, which generates a scintillation event for each incident ion.  The extraction 

field is usually tuned such that the scintillation events recorded at a particular arrival time constitute 

a two-dimensional (2-D) projection of the full three-dimensional (3-D) scattering or velocity 

distribution of the corresponding fragment ion. Coupling the phosphor screen to an ultra-fast event-

triggered pixel sensor such as the PImMS 46,47  or TimePix 48 sensor allows an (x,y,t) data point to be 

recorded and stored for each detected ion.  The resulting data set can be integrated over position (x,y) 

to yield a time-of-flight (TOF) mass spectrum of the CE products, enabling their identification and 

quantification, or can be integrated over the relevant time interval to obtain the spatial distribution 

for a given product ion.  More recently, the application of covariance mapping to such data sets has 

enabled extraction of correlated velocity distributions of two or more ions, allowing the relative 

velocities of different product pairs or triplets to be explored.26,40 In the case of CE products, this 

provides direct structural information on the parent molecule via the mapping from initial atomic 

position to final atomic ion velocity.  

While still in its infancy, the technique holds promise both as a method for gas-phase structure 

determination and, when used as the probe step in an ultrafast pump-probe experiment, for following 

dynamics in real time and recording ‘molecular movies’ of chemical processes. CE-VMI has already 
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been used to obtain structural information on, for example, a halogenated biphenyl molecule in its 

ground state 23,24 and following torsional vibrational excitation,22 to distinguish between different 

structural isomers of difluoroiodobenzene 32 and to determine the absolute configurations of the 

foregoing biphenyl molecule 26 and of CHFClBr.25 

The ability to extract structural information from velocity-map images of CE products depends 

critically on the extent to which the mapping between initial position and final fragment velocity is 

understood. Most previous simulations of CE processes have been based on a simple model in which 

Coulomb repulsion between the charged fragments is the only force acting.49-51 As shown here, this is 

likely to be a reasonable approximation for very highly charged parent ions, but is less likely to be valid 

for parent ions prepared in lower charge states. A limited number of studies have been performed in 

which reduced-dimensionality ab initio potential energy surfaces have been used to investigate 

breaking of a single bond via a CE mechanism.18,35,52 The effect of the laser field and ion-electron 

interactions on the CE of benzene and hexafluorobenzene have been studied experimentally and by 

molecular dynamics (MD) simulations,53,54 and Wang et al.55 used the time-dependent local density 

approximation coupled with MD methods to investigate CE (and two other dissociation mechanisms) 

of water dimers. However, we are not aware of any comprehensive ab initio trajectory simulations of 

CEs for polyatomic molecules in which all chemical binding forces and all degrees of freedom have 

been considered in parallel with the Coulomb repulsion. 

Here we present the results of on-the-fly ab initio trajectory simulations of the CE of two prototypical 

small planar molecules, formyl chloride and cis-1,2-dichloroethene, chosen to illustrate electronic 

similarities (replacing the oxygen in the former by a chlorocarbene yields the latter) but also obvious 

symmetry-related differences. Different ab initio electronic structure methods have been tested and 

calculations performed to determine the forces acting on each atom at each trajectory time step, 

ensuring that all relevant chemical forces are considered throughout the trajectory. The approach 

reveals many of the key factors affecting the products of a CE, their velocities, and how these are 

influenced by the initial parent ionization. 

2 Methods 

Simulation strategies were developed independently in Oxford 56 and in Bristol. The respective 

approaches have much in common but differ in some details, as described below. Section 3 presents 

data from the various simulations. 

The software developed in Oxford to perform the CE trajectory simulations was coded into a single 

executable MATLAB program (both Bash and Python scripts were used in Bristol), with calls to the 
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Gaussian electronic structure package 57 at each time step to perform the electronic structure 

calculations required to determine the forces on each atom. In all cases, the following steps were 

performed during each simulation: 

1. The geometry of the neutral molecule was optimised using the electronic structure method of 

choice (details of these calculations appear later). The molecular geometry is assumed not to change 

during the ionization step, unless specified otherwise, so that the chosen geometry of the neutral 

defines the initial geometry of the ion. 

2. A single-point energy calculation was performed (at the unrestricted Hartree-Fock (UHF) level) at 

this geometry for the parent ion with user-defined charge Z+ (using the converged wavefunction from 

the previous cycle on the second and subsequent timesteps). Throughout, upper case Z will be used 

to define the number of positive charges on the parent ion of interest, and lower case z to indicate 

the fragment ion charges. The stability of the wavefunction at each subsequent time step was tested 

within Gaussian and re-optimised (at the same level of theory) if an instability was found.58,59 The 

resulting wavefunction was then saved to a checkpoint file. 

3. Using the wavefunction from step 2, a single-point calculation was performed at each time step to 

determine the forces on each atom as well as the atomic partial charges according to the Merz-Singh-

Kollman 60,61 (in Oxford only), Natural Bond Order (NBO) 62 and Hirshfeld 63 population analyses. The 

criterion for basis set linear dependence in the NBO analysis was set at 10−8 (Oxford) and 10−7 (Bristol) 

respectively (cf. the default value is 10−6). The NBO population analysis also returns the Wiberg bond 

index (WBI),64 a measure of the bond order between any two atoms. 

4. Using the starting geometry obtained in step 1 and the forces obtained in step 3, and assuming all 

initial atomic velocities to be zero, Newton's equations of motion were integrated using, for example, 

the ode45 ordinary differential equation (ODE) solver within MATLAB (Oxford), i.e.  

 𝑭𝑖 = 𝑚𝑖 ∑ 𝒂𝑖𝑗𝑗 =  𝑚𝑖 ∑
𝑑2𝒓𝑖𝑗

𝑑𝑡2𝑗                                                                    (1) 

where Fi, mi, aij and rij are the force acting on atom i, the mass of atom i, the acceleration of atom i 

due to the presence of atom j, and the distance between atoms i and j, respectively.  The ode45 solver 

chosen for the simulations is a general purpose ODE solver for non-stiff problems,65 which uses an 

explicit Runge-Kutta algorithm employing the Dormand-Prince (4,5) pair.66 The size of the integration 

time step is varied automatically over the course of the trajectory according to the force (i.e. the 

gradient of the potential energy returned by the electronic structure calculation at each time step) in 

order to achieve the best compromise between run time and accuracy of the integration. The resulting 

timesteps in the first part of the simulation when the forces are changing rapidly are on the order 
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10−3−10−1 fs. The Bristol approaches were very similar. Both use the initial velocity from the previous 

step, the acceleration (determined from the calculated forces) and the time until the next timestep as 

inputs for Newton’s equations of motion to predict the distance travelled in the proceeding step and 

the final velocity achieved, before passing these outputs to the next iteration of the loop. The nuclear 

positions in the Bash calculations were updated in 0.1 fs intervals, whereas the integration time step 

in the Python calculations was varied according to the interatomic separations. Again, the starting 

time step was 0.1 fs until the distances between all atom pairs exceeded the sum of their respective 

van der Waals radii. Once this criterion was met, the calculation stepped to the next integer number 

of fs and proceeded in 1 fs intervals until the minimum distance between atoms was >7 Å. After 

surpassing this distance, the timestep was increased to the next multiple of 10 and continued in 10 fs 

intervals. If at any point the distances between any pair of fragments decreased so that one of the 

foregoing criteria was no longer fulfilled, the program continued from that point at the shorter 

timestep. Again, the trajectory time point, atomic partial charges, velocities, coordinates and forces 

as well as the total energy of the system were all saved for later analysis. 

5. Steps 2 through 4 were then iterated using the output geometry from step 4 as the new input 

geometry for the next cycle. The calculations were terminated once some user-defined criterion had 

been satisfied, e.g. a total trajectory time, all atomic forces falling below a pre-defined threshold, or 

atomic velocities changing by less than a pre-defined amount on each step. 

Extensive comparisons were made at both Oxford and Bristol, using various test molecules, to 

determine the level of theory and basis set that provided an acceptable performance according to a 

series of convergence tests, while still allowing the calculations to run in a reasonable time. Theoretical 

models tested in Oxford included Hartree-Fock (HF) theory,67,68 2nd to 4th order Møller-Plesset 

perturbation theory (MP2, MP3, MP4),69-77 quadratic configuration interaction (QCISD) and density 

functional theory (DFT) employing the B3LYP functional.78-81  HF and MP2 methods and further 

functionals (including CAM-B3LYP,82 B97, B97x,83,84 LC-PBE,85-87 LC-BLYP,79,80,88,89 M11 90 and M06-

HF 91) were investigated in Bristol. Only the HF, MP2 and DFT methods were found to be sufficiently 

fast to be realistic options for further simulations with the available resources. For most molecules 

tested, DFT methods often returned physically unreasonable non-integer charges on the final 

dissociation products. Unrestricted (U) MP2 and HF methods, in contrast, both consistently returned 

integer charges. UMP2 was adopted as the method of choice for most of the studies reported here 

and, in several instances, the outcomes compared with those predicted using UHF methods. 

Several different basis sets were tested to investigate the effects of the number of contracted 

Gaussians used to describe the valence orbitals, and the inclusion of polarisation and diffuse functions. 
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The 6-31G(d,p),92-96 6-311G(d,p), 6-311G(2d,p), 6-311+G(d,p),97-100 and cc-pVTZ basis sets 101-107 were 

each investigated in Oxford.56 The fact that valence polarisation and diffuse functions were found to 

have little effect is not that surprising, given that many of the valence electrons have been removed 

in the highly-charged ionic systems under study. The 6-311G(d,p) basis set was chosen in Oxford to 

provide a good compromise between computational accuracy and run time for the small molecules of 

current interest, while the Bristol calculations employed the aug-cc-pVDZ (which was found to provide 

adequate performance, comparable with the triple-zeta equivalent) or def2-TZVP basis sets.104-107 

For most simulations, the parent ion was assumed to be vibrationless. In any real application of CEI 

methods, however, the ensemble of parent molecules will span a range of geometries and initial 

nuclear momenta. In the simplest case, this span will be determined by the amplitudes of the zero-

point motions, but more extensive nuclear motions would need to be considered when CEI methods 

are used in ultrafast time resolved measurements of dissociating or isomerizing parent molecules. 

Here we choose simply to illustrate some of the potential effects of zero-point vibrational motion. The 

force constants and reduced masses determined from the electronic structure calculations for each 

(harmonic) normal mode of vibration were used to calculate the classical turning points. The normal 

coordinate vectors returned by the electronic structure calculations were then used to determine the 

maximum atomic displacements from the equilibrium geometry due to zero-point energy in each 

normal mode.  CE simulations were then started from these maximally distorted geometries.  

Further variables considered in this study were the electronic state of the parent cation and the 

timescale of its preparation. The Oxford simulations were limited to the lowest energy singlet/doublet 

spin state (for even/odd charge Z+, respectively), but each Z+ ion will support many different 

electronic states and there is no a priori reason why strong field ionization should produce any given 

Z+ ion solely in its ground electronic state (nor that the ground state should have singlet/doublet spin 

multiplicity). Electronic excitation effects have not been investigated here in any detail, but the Bristol 

calculations explored a greater range of spin multiplicities, identifying both the ground state and the 

lowest energy state (or states) of any given Z+ ion with a spin multiplicity different from that of the 

ground state and, for several Z+ charge states of both formyl chloride and cis-1,2-dichloroethene, 

explored the sensitivity of the ensuing CE dynamics to the choice of spin state.  

Theoretical treatments of the electron dynamics in CE range from the charge resonance-enhanced 

ionization model 108 − which assumes some initial ionization that drives nuclear distortion, facilitating 

further excitation and ionization leading to CE - to the ionization ignition model,109 wherein the parent 

cation is assumed to be formed instantaneously relative to the timescale of nuclear motion. Most of 

the model results reported here assume direct vertical ionization to the parent ion charge state of 
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interest, but a limited number of calculations have also been run to explore the extent to which the 

CE dynamics depend on the pathway by which the polycation is formed.  

3 Results and Discussion 

We report the results of calculations performed on formyl chloride and cis-1,2-dichloroethene 

(henceforth often abbreviated as FC and c-DCE, respectively) using one of five combinations of 

electronic structure method, basis set and trajectory step size, unless specifically stated otherwise.   

The five combinations, labelled I, IIa, IIb, IIIa, and IIIb, are defined in Table 1. 

Insert Table 1 near here 

During the early exploratory part of this study, more limited sets of simulations (not presented here) 

were also performed for several other small organic molecules, including trans-2,3-dideuterooxirane, 

chloroiodomethane and fluoromethane, using Method I.56  

Numerous simulations for the molecules of present interest were performed for Z+ charge states 

ranging from Z = 2 up to the value corresponding to complete removal of all valence electrons (i.e. Z = 

18 in the case of FC, Z = 24 for c-DCE). Those reported in the main text have been chosen to address 

and demonstrate the key conclusions of the present work. Further simulations designed to explore 

further dynamical aspects and support the key conclusions are presented as Supplementary 

Information (SI).  

Both molecules have planar equilibrium geometries, which defines the xy plane in the simulations. As 

noted above, the time, atomic charges, interatomic forces, atomic positions, atomic velocities, WBIs 

between all pairs of atoms, and the total energy of the system were recorded at each trajectory time 

step, with the simulations running for total trajectory times of (up to) 500 fs. The Method I calculations 

show better total energy conservation, a consequence of the greater number of shorter time steps 

used in the early stages of the calculation.  However, like-for-like comparisons of the Method I and IIa 

outputs revealed no differences in the identities of predicted products from CE of any given parent 

cation,  though electronic structure differences were noted in the products arising in the CE of the FC 

4+ cation. Of greater importance in the current context, the various method outputs predicted 

minimal differences in the product velocities following CE from the higher Z+ cations. Sample test data 

are shown in Section S1 (Figures S1-S6) in the SI.  

Trajectories run for many different initial charge states identify different dissociation behaviours when 

in the ‘low’ and ‘high’ charge regimes. For the purposes of this discussion, ‘low’ and ‘high’ charge 

states are defined, respectively, as those that dissociate to yield a mixture of atomic and molecular 
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fragments, and those for which fragmentation results in direct and exclusive formation of atomic ions. 

The appropriate classification is generally obvious when inspecting the fragment ions (and their 

charges) resulting from the CE simulations.  However, there are potential ambiguities in the case of 

low charge states, as fragment ions formed with sufficient internal excitation may further decompose 

on longer timescales. For consistency, therefore, the fragment ions arising from CE of a range of initial 

charge states for both molecules listed in Tables 2 and 3 are taken to be those present at t = 50 fs.  

Fragments are classified as ‘molecular’ at that time if the separations between any pair or pairs of 

constituent nuclei are 2.5 Å.  

3.1 Low parent ion charge states 

Tables 2 and 3 detail the atomic and molecular products predicted (at t = 50 fs) following CE of FC ions 

with Z = 3–5 and c-DCE ions with Z = 3–7 in their respective ground electronic states and in the lowest 

energy states of other spin multiplicity. The energy difference between the different spin states of a 

given parent ion is small compared with the total ionization energy, IE, and – as Table 3 shows – the 

predicted energetic ordering of these spin states can vary with the choice of electronic structure 

method. So, too, can the details of the subsequent fragmentation due, in part at least, to small 

differences in the molecular geometries obtained using the different electronic structure methods 

that define the initial atomic positions for the CE simulation. In all cases, however, all primary products 

from the CE of the cations of both molecules are charged, i.e. no early-time neutral fragments are 

predicted from either molecule. Based on the above definition, the high-charge-state regime for FC is 

found to begin at Z = 6, while for c-DCE the onset is at Z = 8.  

Insert Tables 2 and 3 near here 

Formyl chloride: Figure 2 shows the fragment trajectories returned by Method IIa following vertical 

excitation from the ground state equilibrium geometry of FC to the ground states of its 3+, 4+ and 5+ 

cations, along with the evolving atomic charges, atomic speeds and WBIs. The point (0,0) defines the 

centre of mass and this figure also serves to define the colour coding used throughout: H, C, Cl and O 

atoms are depicted in black/white, grey, green and red, respectively, with black, green and red also 

used for the respective bonds to the C atom (and grey for the C–C bond in c-DCE).  

These data serve to illustrate the diverse, Z-dependent fragmentation behaviour of the low charge 

state parent cations. The ground-state 3+ cation is predicted to start separating into HCO+ + Cl2+ 

fragments, but subsequent charge transfer triggers further dissociation of the HCO moiety yielding H+, 

CO+ and Cl+ as the asymptotic fragments. The light H+ ions arising from CE of the 4+ and 5+ cations are 

predicted to have much higher recoil velocities than the heavier partner fragments; such behaviour is 
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characteristic of all higher parent charge states also, as shown in Section 3.2. The middle column of 

Figure 2 shows the 4+ cation dissociating to H+, CO+ and Cl2+ fragments and illustrates the rotational 

and vibrational excitation of the CO+ fragment. Data for the 4+ cation calculated using Methods IIa 

and I, compared in Figure S3, suggest that the former method typically predicts excessive vibrational 

excitation of any molecular fragments. We suspect that this is another consequence of the longer time 

steps used in the short range region of the Method IIa trajectory simulations. , though note that the 

two methods also predict different product electronic structures. The data for the 4+ cation also serve 

to highlight the continuing influence of valence bonding in these low charge states. Given a CO first 

ionization energy of 14.01 eV,110 the thermochemical threshold for this predicted combination of 

products lies 12.7 eV higher than that for forming four singly charged atomic ions. The 5+ cation, in 

contrast, is predicted to yield H+ + C+ + O+ + Cl2+ fragment ions, via a transitory CCl3+ molecular 

fragment. The calculations thus suggest that the 5+ state of FC lies at the boundary between our 

definitions of low and high parent ion charge states.  From these various simulations we conclude that, 

for low charge states, both the identities of the primary products of CE and the charges on these 

products are heavily dependent on the value of Z.  

Several further data sets for the 4+ cation of FC serve to highlight the sensitivity of the predicted 

fragmentation to assumptions about the geometry or the electronic state of the parent ion, and the 

choice of theoretical method. For example, trajectories launched from geometries corresponding to 

the classical turning points of different zero-point vibrational motions of the neutral molecule always 

show the H+ ion leaving in much the same direction, with a similar velocity, but the remaining three 

fragments can experience a range of fates. A single plot showing all these outcomes from all starting 

positions is incomprehensible, so Figure S7 in Section S2 of the SI simply provides illustrative data 

comparing the outcomes of CEs initiated following vertical excitation from the ground state 

equilibrium geometry and from the inner and outer turning points of the zero-point C=O stretching 

motion in the ground state neutral molecule (all calculated by Method IIa). CE at the inner turning 

point of this motion is predicted to result in similar fragmentation behaviour to that found when 

starting from the ground state equilibrium geometry, though with reduced vibrational excitation in 

the CO+ product.  The latter, in contrast, shows prompt H+ loss and subsequent slower break-up of the 

ClCO3+ partner into three singly charged atomic ions. Further variations in fragmentation behaviour – 

in terms of product ions and their trajectories – were noted when starting from an electronic state 

other than the ground state of the cation.  Figure S8, for example, suggests that CE from the lowest 

triplet state of the 4+ cation of FC (calculated by Method IIa), which lies just 0.4 eV above the ground 

(singlet) state, favours prompt loss of H+ and O+ ions, and formation of a transient CCl2+ species that 

subsequently decays to singly charged atoms.  
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Additional calculations for the ground state of the 4+ cation of FC shown in Figure S9 illustrate the 

sensitivity of the outcome to the choice of electronic structure method. B3LYP returns broadly similar 

fragmentation behaviour to that found using Method IIa (or Method I), though predicts non-integer 

charges on the asymptotic Cl and CO fragments. HF calculations (Method IIb) return rather different 

fragmentation behaviour, wherein initial H+ loss is followed by slower breakup of the ClCO3+ partner 

into its constituent singly charged atomic ions – more reminiscent of that found (by MP2 methods) 

when ionizing from the outer turning point of the zero-point C=O stretch vibration. Such different 

predicted behaviour between MP2 and HF methods is unsurprising: even a cursory comparison of the 

atomic charges in the parent ion and in the final ionic fragments reveals that considerable charge 

transfer must occur on very short timescales. Correct treatment of electron correlation is thus likely 

to be important, suggesting that HF methods should be used only with due caution (especially when 

attempting to model the CE of cations in low charge states).   

cis-1,2-dichloroethene: Figure 3 compares the calculated (by Method IIIa) fragment ion trajectories 

following vertical excitation from the ground-state equilibrium geometry of c-DCE to the ground state 

of the 4+, 5+ and 7+ cations, along with the evolving atomic charges, atomic speeds and WBIs. Figure 

S4 also provides comparative data for the 4+ cation in its lowest singlet electronic state calculated 

using Methods IIa and I. Again, the two methods predict the same fragmentation products, but the 

Method IIa calculations predict higher product vibrational excitation. Data for the 6+ cation (calculated 

by Method IIa) are shown in the central panel of Figure S10. The singlet ground state of the 4+ cation 

is predicted to dissociate into two HCCl2+ fragments, which survive to t >50 fs. The CE of the (quartet) 

ground state of the 5+ cation is predicted to show parallels: the extra charge is accommodated by 

prompt expulsion of an H+ ion, but the remaining HCCl2+ and CCl2+ fragments again survive to t >50 fs. 

Adding more charge results in faster, more extensive fragmentation: the Method IIIa calculations 

predict that CE from the (quartet) ground state of the 7+ cation involves successive loss of two H+ ions 

and one Cl2+  ion, followed by a C+ ion from decay of a transient CCCl3+ species.  Figure 3 shows the 

remaining CCl2+ species undergoing increasingly large amplitude vibrational motion suggesting that it 

would dissociate to two singly charged atoms if the trajectory had been run for longer. These 

calculations suggest that the 7+ state of c-DCE lies at the cusp between our definitions of low and high 

parent ion charge states.   

As with FC, details of the fragmentation behaviour predicted for these low charge states of c-DCE are 

seen to be sensitive to the exact choice of starting geometry, the electronic state of the parent ion 

and the theoretical method employed – as illustrated with data for the 6+ cation in Figures S10 and 

S11.  As Figure S10 shows, CE from the quintet ground state of the 6+ cation formed by vertical 

excitation from the equilibrium geometry of the ground state returned by Method IIa is predicted to 
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result in four singly charged atomic ions and one CCl2+ moiety that fragments on a longer timescale – 

products that (at t = 50 fs) are intermediate between those predicted by Methods IIIa and IIIb (Table 

3). Distorting the geometry to the classical turning points of the zero-point asymmetric C–Cl stretch 

vibration is predicted to have minimal effect on the CE dynamics, other than to ‘steer’ the asymmetry 

of the explosion. The Method IIIb data for the 6+ cation shown in Figure S11 serve to reinforce the 

earlier observation that, in the case of low charge states at least, the predicted CE dynamics may well 

be sensitive to the choice of theoretical method and the spin state of the parent cation. In these 

Method IIIb calculations, vertical excitation to the quintet ground state is predicted to result in a 

prompt, symmetric explosion to six singly charged atomic ions, but equivalent excitations to the close-

lying excited triplet and singlet spin states of the same 6+ cation yield, respectively, one and two bound 

CCl2+  moieties that persist to beyond the calculation end time.  

Data for the 7+ cation of c-DCE are also used to illustrate a feature of the NBO calculation which affects 

the time-dependent NBO and WBI values reported in this paper. Even in the MP2 calculations, the 

Gaussian default setting calculates the NBO charges from the HF densities and this has been adopted 

for the Methods I, IIa and most of the IIIa calculations reported here. But some Method IIIa test 

calculations were also run using MP2 calculated densities. As Figure S12 shows, the default setting 

yields smoothly evolving NBO charges and WBI indices. The MP2-derived charges show the same 

overall trends, but also display sporadic unphysical ‘spikes’. These are erroneous, and only observed 

in the post-SCF calculations. 

Summary: The presence of molecular as well as atomic products in the CE of both FC and c-DCE 

molecules prepared in ‘low’ charge states indicates that chemical binding forces influence the 

fragmentation dynamics, and thus that the ultimate dissociation of parent ions promoted to charge 

states with low Z can be far removed from that predicted assuming a ‘pure’ CE regime. None of the 

fragmentation dynamics calculations reported here are intended to be more than indicative. Rigorous 

electronic structure calculations that correctly balance the chemical binding and Coulombic repulsive 

forces even in these simple systems remain a major challenge. Nonetheless, the present calculations 

provide many useful pointers. The sensitivity of the fragment ion trajectories to competition between 

chemical binding forces and Coulombic repulsion has the result that the outcome of the CE will depend 

on many properties of the parent cation. These include: the molecular geometry immediately prior to 

ionization, including distortions arising from zero-point vibrational motion; the total charge on the ion 

and (see Section 3.2) how rapidly it builds up; the electronic state(s) in which the ion is formed; non-

adiabatic coupling between such states during the CE process; and, in the case of sequential 

dissociations, possible Coulomb-induced rotation and/or vibration of the transient intermediates – as 

demonstrated in recent analyses of the sequential three-body dissociation of ArCO3+ and (CO2)3+ 
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cations.111 Thus, the fragment ion trajectories following CE of cations from low Z charge states should 

rarely be expected to be reliable indicators of the geometry / symmetry of the parent molecule 

immediately prior to explosion. 

Extracting meaningful structural information from images of fragments arising via CE of ‘low’ charge 

states experimentally is likely to be equally challenging. Clearly, any such study would rarely produce 

just one parent ion charge state and would also be likely to access multiple different electronic states 

for any given Z+ cation. Given the foregoing analyses of the CE of low charge states of FC, for example, 

experiments could be expected to show signals attributable to H+ C+, O+, Cl+, Cl2+, CO+, OCCl+ ions and 

more.  The relative intensities of these signals will depend not just on the laser pulse intensity (the 

temporal and spatial distributions of the electric field strengths), but also on any spontaneous or laser-

induced secondary dissociation of primary molecular fragments – the products of which need not all 

be charged.  Thus, though there is undoubtedly potential for a multitude of interesting studies aimed 

at exploring the interplay between the various forces acting within the dissociating polycation, the 

mapping between initial atomic positions and final fragment velocities during CE of ‘low’ charge states 

is very unlikely to be straightforward and the formation and subsequent dissociation of such ions is 

thus unlikely to be a useful route to probing the neutral parent molecular structure. 

3.2 High parent ion charge states 

As noted above, ‘high’ parent ion charge states are here defined as those that Coulomb explode to 

yield exclusively atomic cations. Table 2 lists the atomic charges zi
+ predicted (by Method IIa 

calculations) for the CE products following vertical excitation of neutral FC from its ground state 

equilibrium geometry to the ground states (and first excited states of different spin multiplicity) of 

parent ions with Z = 6-18. Table 2 also shows the calculated (Method IIa) vertical excitation energies 

of the various Z+ ions, and the sum of the ionization energies (IEs) for forming the atomic products in 

their respective zi
+ charge states.112 Table 3 shows similar data for the CE of different Z+ ions of c-DCE, 

calculated using both Methods IIIa and IIIb. These two methods predict slightly different ground-state 

minimum energy geometries (e.g. the latter predicts a ~2% longer C=C bond length), but both return 

similar vertical excitation energies and the same fragment ion charges. Clearly, the sum of the atomic 

charges, ∑zi, has to equal Z but, as can be seen by inspecting the various atomic ionization energies 

listed in Table S1 in the SI, the calculations also reveal an obvious propensity for forming the lowest-

energy combination of fragment ions, i.e. the combination of products with the minimum IE(i, zi).  

Given the extremely rapid timescale over which the CE occurs, however, the driving force for forming 

these particular products must be kinetic rather than thermodynamic. We rationalise the preference 

for forming the lowest-energy products by noting that these derive from a ‘more even’ distribution of 
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charge across the fragments.  In the pure CE regime, a more even charge distribution results in the 

strongest overall Coulomb repulsion, and thus correlates with the most steeply repulsive Coulomb-

determined potential energy surface (PES). CE will thus occur most rapidly on this PES (relative to any 

rival PESs), with the result that the thermodynamically favoured products are also those that are 

kinetically favoured.  

Closer inspection of Tables 2 and 3 reveals subtleties, however. For example, the Cl2+ ions from CE of 

the singlet ground state of the 6+ cation of FC (Table 2) are predicted to be formed in their ground 

quartet state, while those arising as a result of CE from the higher lying triplet and quintet spin states 

are predicted to be in their low lying doublet excited state. Similar parent spin-state differences are 

predicted for the Cl2+ atomic products following CE of the 8+, 9+ and 10+ cations of c-DCE (Table 3).  

Such differences follow naturally if – as in the present modelling – overall spin-conservation is 

required.  Table 2 also suggests that CE from the ground (quartet spin) state of the 7+ cation of FC 

yields H+ and C2+, O2+ and Cl2+ ions (the last of which in its low-lying excited doublet state (see Table S2 

in the SI), whereas CE from the lowest energy doublet state of this cation (with a calculated vertical 

ionization energy just 0.14 eV higher) yields the (slightly) higher energy combination of ground state 

H+, C2+, O+ and Cl3+  ions. Both fragmentations satisfy overall spin conservation and it is currently 

unclear whether this difference in predicted fragmentation behaviour is real or simply a limitation of 

the applied stability analysis when the energy difference between rival pathways is small. 

Notwithstanding these subtleties, the differences in predicted product energies are sufficiently small 

(relative to the overall kinetic energy release upon CE) that, as Tables 2 and 3 show, a good first guess 

of the likely product charge states in the high-parent-ion-charge limit can generally be gained simply 

by identifying the combination of product ions that gives the smallest IE(i, zi) sum.   

The 16+ through 18+ cations of FC and the 22+ through 24+ cations of c-DCE each illustrate situations 

where spin-conservation (if applicable) can be expected to have a more dramatic effect on the CE and 

the fragment ion branching. As Table 2 shows, the lowest energy dissociation limit in the case of the 

18+ cation of FC, for example, involves the combination H+, C4+, O6+ and Cl7+ which all have closed shell 

singlet ground states. Thus, the singlet ground state of this parent ion can explode to these products.  

But the lowest triplet excited state of the 18+ cation is predicted to lie much higher in energy (since 

its formation requires promotion of a core electron) and to dissociate to a higher energy limit involving 

O5+ and Cl8+ products, both of which have the doublet ground states necessary in order that the 

product combination can correlate with a triplet state of the parent. As Table 2 also shows, the lowest 

quintet state of this 18+ cation constitutes an even more extreme case, in which overall spin 

conservation dictates that the Cl8+ products are formed in a much higher energy (doubly core excited) 

quartet excited state. The ground singlet state of the 24+ cation of c-DCE is similarly predicted to 



 

16 
 

UOB Open 

dissociate to six closed-shell singlet (i.e. two H+, two C4+ and two Cl7+) ions. In this case, however, Table 

3 suggests that the lowest energy route to satisfying spin-conservation when starting from the much 

higher-lying triplet and quintet states of the 24+ parent involves formation of either one or both of 

the Cl7+ ions in their core-excited triplet excited state (Table S2).   

Figure 4 shows calculated (Method IIa) fragment trajectories for the atomic fragments formed 

following vertical excitation from the ground-state equilibrium geometry of FC to the ground states of 

the 9+, 11+ and 14+ cations, along with the evolving atomic speeds and WBIs. Similar data are shown 

for vertical excitation to the low-lying doublet excited state of the 9+ cation of FC in Figure S5 (which 

shows the outputs of Method IIa and I calculations to be essentially indistinguishable from one 

another, and from the Method IIa predictions for CE from the quartet ground state shown in Figure 

4). Analogous data for vertical excitation to the ground states of the 11+ and 14+ cations of c-DCE are 

shown in the left and middle columns of Figure 5 (calculated using Method IIIa) and for excitation to 

the low-lying excited doublet state of the 11+ cation of c-DCE in Figure S6.  Collectively, these again 

serve to highlight the very similar outcomes predicted by all three Methods for the 11+ cations.  All 

these figures demonstrate very rapid bond fission (as revealed by the time taken for the various WBIs 

to drop to zero) and reveal that the charges and the terminal velocities of the atomic fragments from 

such highly charged parent ions reach their asymptotic values well within 100 fs.  As expected for 

systems that are approaching the ‘pure’ CE limit, the fragment ion trajectories are much less sensitive 

to the variables that affected the trajectories of the charged particles arising from low parent ion 

charge states. This is illustrated by, for example, comparing the trajectories for CE of the quartet 

ground state of the 14+ cation of FC prepared by vertical excitation from the equilibrium geometry of 

the neutral ground state or from the inner and outer turning points of the zero-point motion 

associated with the 2 (C=O stretch) mode, shown in Figure S13. The predicted outcomes are 

essentially indistinguishable.   

As noted in the Introduction, some models of the electron dynamics preceding CE assume that the 

parent ion of interest is formed by direct vertical excitation (i.e. that the CE ‘ignites’ at the equilibrium 

geometry of the ground state neutral),109 while others allow some evolution of the nuclear framework 

en route to the target Z+ state,108 which will be reflected in the eventual nuclear dynamics. These 

different charging scenarios have been investigated by comparing the final fragment ion trajectories 

when a given Z+ charge state is formed either directly or via a sequence of vertical excitations. The 

sequential model produces intermediate charge states employing a user-defined ‘waiting time’, t, 

with the nuclear geometry permitted to evolve in response to the prevailing chemical bonding and 

Coulomb repulsion forces. Unsurprisingly, this is yet another variable that can have a substantial 

influence on the predicted fragment ion trajectories when exploding from a low Z+ charge state. 
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However, as Figure 5 shows, the c-DCE 14+ cation is predicted to display similar, Coulomb-dominated 

fragmentation dynamics whether prepared directly (middle column) or by sequential excitation via 

the Z = 4 and 8 cation states (right hand column), even when assuming an improbably long value of 5 

fs for t.   

Within the high-charge regime, the respective fragment ion trajectories starting from the ground 

states of different parent Z+ ion charge states are very similar in form, though the terminal speeds vi 

of the fragments increase with Z. This is illustrated in Figure 6(a), which shows the spatial positions of 

the four fragment ions predicted (Method IIa) 100 fs after preparation of ground state FC cations with 

Z ranging from 6 to 18. The Z dependences of the asymptotic speeds of the respective fragment ions 

are shown in Figure 6(c). In contrast to the low parent ion charge states, Coulombic repulsion 

dominates in the high-charge-state limit, all bonds are broken, the products are all atomic ions and, 

as Figure 6(b) shows, a purely Coulombic model provides an increasingly adequate description of the 

fragment ion trajectories. Following the spirit of earlier studies,50 the data plotted in Figure 6(b) have 

been derived simply by running trajectories starting from the ground-state equilibrium geometry 

assuming zero initial velocity and the asymptotic charge values for the constituent particles, with 

Coulomb repulsion the only force acting on the ions.  Figures 7(a) and 7(b) offer a similar comparison 

of the fragment ion positions predicted by Method IIa and by pure Coulombic simulations 100 fs after 

preparation of ground state c-DCE cations with Z values in the range 8 to 24. The Z dependences of 

the asymptotic speeds of the respective fragment ions are compared in Figure 7(c).  

Similarities in the fragment trajectories for different charge states within the high-charge regime can 

be explored further by comparing scaled versions of the trajectories arising from various initial Z+ 

states.  Figure 8(a) shows a velocity representation of the FC (Method IIa) data presented in Figure 6 

wherein, for each Z, the velocities of the fragment ions at t = 100 fs are defined relative to that of one 

‘marker’ ion (here chosen to be the Cln+ ion). Note that this representation is very similar to that of 

the experimental data sets obtained via covariance-map imaging analysis, in which the velocities of 

selected ions are plotted relative to that of a ‘reference’ ion.  For each trajectory, the velocities of each 

fragment ion have been scaled and suitably rotated so that the marker atom falls at a common scaled 

velocity. Figure 8(b) shows a zoomed plot of the data for just the heavy atomic ions. Similar plots for 

the CE products from different Z+ states of the c-DCE cation are shown in Figures 9(a) and 9(b), where 

all velocities have been scaled relative to that of one Cln+ ion (in the case of asymmetric charge 

distributions, the reference Cln+ ion is on the side with the lower total charge).  

Viewed in this way, we see that the scaled velocities of the product ions from CE of parent ions with 

different (high) Z are similar, falling in clusters on the trajectory plots, but closer inspection reveals 
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several points of note. The scaled velocities of the heavier fragment ions are more similar than those 

of the light H+ ions. Amongst the heavy fragment ions, the scaled velocities of those deriving from CE 

of low Z parent ions cluster together least well. The scaled velocities of the heavy ions increase 

(weakly) with increasing Z, whereas the scaled velocities of the H+ fragment ions clearly decrease with 

increasing Z. These trends are easily understood, as they follow naturally from the Z dependences of 

the fragment ion charges shown in Tables 2 and 3. The atomic charges zi
+ for the i = C, Cl (and O) 

product ions all increase (individually and/or in total) with increasing Z, whereas zH
+ is capped at one.  

Thus the Coulombic repulsion between the light H+ ion and the charges on the other (heavier) atoms 

scales more weakly with Z than the Coulombic repulsions between the heavier fragment ions – 

consistent with the different Z-dependent trends in scaled fragment ion velocities shown in Figures 8 

and 9.   

3.3 Interpretation of Coulomb-explosion velocity-map images in the high-charge regime: 

experimental considerations 

The present modelling study encourages the view that the trajectories of the charged atomic ions 

arising from CE of sufficiently highly charged parent ion states are useful signifiers of the initial 

molecular structure. The following discussion focuses solely on the CE of such highly-charged parent 

ions. CE experiments of the type outlined in Section 1 will normally involve preparation of an aligned 

distribution of parent ions in a distribution of charge states, so it will rarely be possible to image the 

dissociation products from a single high Z+ parent ion state.  However, the present study does suggest 

a rather consistent mapping from any given Z+ parent ion state into the most exoergic combination of 

zi
+ fragment ion states.   Given such a robust mapping from any given Z+ parent ion state into the 

different zi
+ fragment ion states, the peak intensities within the recorded fragment TOF spectrum 

could, in principle, be fitted in order to estimate the Z+ charge state distribution of the parent ions. 

This would allow some optimization of the Z+ distribution by, for example, varying the laser intensity 

and/or focusing conditions.  

The fastest fragments with the highest zi
+ will derive from the ‘purest’ CE, originating from the most 

highly charged parent ions. At one level, therefore, these might be considered the fragment ions to 

target in a CEI experiment designed to determine parent molecular structure. Against this, however, 

we recognize that the highest parent charge states considered in this study (wherein the molecule has 

been stripped of all valence electrons) are probably unattainable experimentally. Further, the 

resulting fragment ions would have small m/z values and fall in the heavily overlapped, early TOF part 

of the mass spectrum. Imaging any one fragment ion type under such circumstances could be 

challenging.  
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However, the data presented in Figure 8 suggests that similar structural information will be returned 

by CE of all high-charge parent ion states. Taking the above practical considerations into account, it 

might therefore be best to conduct experiments at laser intensities not much above the threshold 

required to access the high-charge-state parent ion regime and to focus on measuring velocity 

distributions of selected ion charge states identified by the CE simulations relative to a chosen 

reference ion in order to extract structural information from the data. In the case of FC, for example, 

one could consider targeting the Cl4+ fragment ion (Table 2) and deriving structural information by 

using covariance analysis to measure the velocity distributions of the C3+ and the O2+and/or O3+ 

fragment ions relative to this ion. Within this analysis, it is entirely possible to eliminate Cl4+ (or any 

other) ions with velocities below a user-defined threshold in order to focus only on those ions with 

the highest recoil velocities, generated from parent ions with the highest charges. Very recent work 

has demonstrated covariance-map imaging in three dimensions, by recording the full 3-D scattering 

distribution of each fragment rather than just a 2-D projection.40  While currently still only at the proof-

of-concept stage, this approach offers the promise of being able to measure fragment atomic ion 

velocities directly in 3-D which will greatly facilitate the reverse mapping from fragment velocity to 

initial atomic position. 

 

4 Conclusions 

We report a comprehensive on-the-fly ab initio trajectory study of the Coulomb explosion of gas-phase 

formyl chloride and cis-1,2-dichloroethene that explores the potential use of CE-VMI methods for 

molecular structure determination. The approach relies on understanding the mapping between the 

initial atomic positions within the parent molecule and the final velocities of the CE products. For 

parent ions in low charge states, the present study reveals a complex mapping that is heavily 

dependent on initial parent ion charge state and many other experimental and simulation parameters. 

Several of the gas-phase CE studies reported to date (e.g. refs. 17,21,27,36) look to fall within this 

category; they provide interesting new data about selected aspects of the fragmentation dynamics of 

parent molecular cations but are generally not suitable for determining the parent structure. For 

higher parent-ion charge states, however, the mapping is shown to become much more 

straightforward, and much less sensitive to the electron dynamics, to the parent charge state, to the 

electronic state of the ion, or (within reason) to details of the electronic structure or the trajectory 

propagation methods employed. In this regime, purely Coulombic models are shown to provide a very 

adequate first-order description of the CE dynamics, and velocity-map images of the resulting atomic 

ions can be expected to reveal structural information on the parent molecule.  CE detection is very 

well suited for use as the probe step in ultrafast pump-probe experiments, and thus holds real promise 
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as a way of mapping time evolving nuclear geometries and thus for studying the early stages of 

photoinduced fragmentations and ring-opening or cis-trans isomerization processes. As part of the 

present work we have considered ways in which trajectory simulations might be used to inform the 

extraction of quantitative information on time-evolving molecular structures from analysis of 

experimental CE images.  

 

Supplementary Material 

The supplementary material contains: tests of total energy conservation and effects of trajectory time 

step size on CE products and product energy disposals using Methods I and IIa, and FC and c-DCE 4+ 

cations, the 9+ cation of FC and the 11+ cation of c-DCE as exemplars; illustrations of the effects of (i) 

zero-point motion in 2 (the C=O stretch vibration), (ii) the choice of parent spin state and (iii) the 

choice of electronic structure method on the trajectories of the fragment ions from CE of the 4+ cation 

of FC; illustrations of the effects of (i) parent spin state on the CE dynamics of the 6+ cation of c-DCE 

and (ii) the method used to calculate the densities used to derive the time-evolving atomic charges 

and WBIs (using CE of the 7+ cation of c-DCE); illustration of the effects of zero-point motion in 2 (the 

C=O stretch vibration) on the fragment ion trajectories following CE of the 14+ cation of FC; ionization 

and excitation energies of relevant fragment atomic ions. 
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Table 1 

Summary of simulation methods employed 

 

Method Electronic structure 

method 

Basis set Trajectory step size(s) / fs 

I UMP2 6-311G(d,p) Determined by ODE 
solver in MATLAB 

IIa UMP2 aug-cc-pVDZ 0.1/1/10 (see Section 2) 

IIb UHF aug-cc-pVDZ 0.1/1/10 (see Section 2) 

IIIa UMP2 def2-TZVP 0.1 

IIIb UHF def2-TZVP 0.1 
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Table 2 

Summary of ionic product species predicted following CE of formyl chloride from the lowest energy 

parent cations of differing spin multiplicity (2S+1) and charge Z+, in the range 3  Z  18, with vertical 

ionization energy (IE) calculated using Method IIa and analysed at t = 50 fs. The ground state energy 

in each case is highlighted in bold. Also shown for the high parent charge states are the number of 

positive charges (zi) on the atomic cations i (zH is unity in all cases and thus not listed), the spin 

multiplicity of the atomic state (2s+1, indicated by the left superscript) and IE(i, zi), the lowest sum 

of ionization energies for forming the specified atomic ions. The latter values are taken from the NIST 

Atomic Database and the threshold energies for the various zi+ → (zi+1)+ transitions and energies of 

the various excited state ions are listed in Tables S1 and S2. The missing entry for the product ion 

energy sum following CE of the quintet FC16+ ion reflects the lack of an excitation energy for the lowest 

quartet state of the O6+ ion. 

 

Z 2S+1 IE / eV Product ions 

3 
2 60.4 Cl+ and CHO2+ 

4 60.2 Cl2+ and CHO+ 

4 

1 98.4 H+ and COCl3+ 

3 98.8 H+, O+ and CCl2+ 

5 99.4 H+, C+, O+ and Cl+ 

5 
2 147.6 H+, O+, and CCl3+ 

4 147.7 H+, C+, O+ and Cl2+ 

 

 2s+1zC 2s+1zO 
2s+1zCl IE(i, zi) / eV 

6 

1 197.9 12 41 42 99.6 

3 207.0 
12 41 22 101.8 

5 207.1 

7 
2 275.7 12 41 33 139.4 

4 275.6 12 32 22 137.0 

8 

1 357.1 

12 32 33 174.6 3 355.2 

5 353.4 

9 
2 444.5 

23 32 33 222.5 
4 442.7 

10 

1 546.7 

23 32 24 275.7 3 546.2 

5 545.9 

11 
2 661.1 

23 23 24 330.6 
4 659.2 

12 
1 787.7  

14 

 

 
23 

 

 
24 

 

395.1 
3 785.3 
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5 795.5 14 43 24 404.0 

13 
2 923.8 14 23 15 462.8 

4 933.0 14 23 35 475.0 

14 

1 1081.6 14 14 15 540.2 

3 1081.8 14 34 15 550.4 

5 1100.8 14 34 35 562.6 

15 
2 1248.7 14 14 26 637.2 

4 1266.6 14 34 26 647.4 

16 

1 1433.3 
14 25 26 751.1 

3 1452.3 

5 1655.7 14 25 46  

17 
2 1649.9 14 25 17 865.3 

4 1851.3 14 25 37 1074.8 

18 

1 1895.9 14 16 17 1003.4 

3 2064.6 14 25 28 1213.6 

5 2298.2 14 25 48 1447.8 
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Table 3 

Summary of ionic product species predicted by Methods IIIa and IIIb following CE of cis-1,2-

dichloroethene from the lowest energy parent cations of differing spin multiplicity (2S+1) and charge 

Z+, in the range 3  Z  24, with vertical ionization energy (IE) calculated using Methods IIIa and IIIb, 

analysed at t = 50 fs. The ground state energy in each case is highlighted in bold. For low charge states, 

Method IIIa and IIIb predict some differences in product ions (as shown), where the parent ion 

identified simply as Mn+. Also shown for the high parent charge states are the number of positive 

charges (zi) on the atomic cations i (zH1 and zH2 are unity in all cases and thus not listed), their spin 

multiplicities (2s+1, indicated by the left superscript) returned by the Method IIIb calculations, and 

IE(i, zi), the lowest sum of ionization energies for forming the specified atomic ions. The latter values 

are taken from the NIST Atomic Database and the threshold energies for the various zi+ → (zi+1)+ 

transitions and energies of the various excited state ions are listed in Tables S1 and S2. The missing 

entry for the product ion energy sum following CE of the quintet c-DCE22+ ion reflects the lack of an 

excitation energy for the lowest quartet state of the O6+ ion. 

 

 

Z 2S+1 
IE / eV 

        IIIa                   IIIb 

Product ions predicted by method: 

IIIa IIIb 

3 
2 51.6 48.1 HCCl+ and HCCl2+ M3+ 

4 51.6 48.1 M3+ M3+ 

4 

1 82.1 78.4 HCCl2+(2) HCCl2+(2) 

3 82.1 78.5 HCCl2+(2) HCCl2+(2) 

5 84.2 79.5 H2CCCl3+ and Cl+ H2CCCl3+ and Cl+ 

5 
2 122.1 116.4 H+(2), CCl+ and CCl2+ H+, C+, Cl+ and HCCl2+ 

4 121.5 115.8 H+, CCl2+ and HCCl2+ Cl+, Cl2+ and HCCH2+ 

6 

1 169.9 163.0 H+(2) and CCl2+(2) H+(2) and CCl2+(2) 

3 169.8 163.1 H+(2), Cl+ and CCCl3+ H+(2), C+, Cl+ and CCl2+ 

5 168.8 161.9 H+(2) and CCl2+(2) H+(2), C+(2) and Cl+(2) 

7 
2 225.7 218.0 H+(2), Cl2+ and CCCl3+ H+(2), Cl+, Cl2+ and C2

2+ 

4 224.9 218.4 H+(2), Cl2+ and CCCl3+ H+(2), Cl2+ and CCCl3+ 

 

 zC1 zCl1 zC2 zCl2 IE(i, zi) / eV 

8 

1 287.9 280.1 21 42 21 42 123.3 

3 288.2 280.3 21 42 21 22 125.5 

5 288.4 280.4 21 42 21 42 123.3 

9 
2 359.3 351.2 21 22 12 22 152.2 

4 359.3 350.8 21 22 12 42 150.0 

10 

1 438.9 429.1 12 42 12 42 172.0 

3 439.2 429.4 
12 42 12 22 174.2 

5 439.6 429.6 
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11 
2 527.8 517.2 12 42 12 33 211.8 

4 527.9 517.6 12 42 12 13 213.5 

12 

1 622.6 611.0 12 33 12 33 251.6 

3 623.1 611.5 12 33 32 33 258.1 

5 625.4 613.3 12 33 12 33 251.6 

13 
2 731.7 717.8 

23 33 12 33 299.5 
4 731.2 719.6 

14 

1 844.2 831.3 

23 33 23 33 347.4 3 844.7 831.3 

5 845.8 832.0 

15 
2 969.3 955.4 

23 33 23 24 400.7 
4 968.6 955.0 

16 

1 1101.6 1087.6 

23 24 23 24 453.9 3 1101.7 1087.6 

5 1111.7 1097.3 

17 
2 1246.1 1231.8 

23 24 14 24 518.4 
4 1255.6 1241.2 

18 

1 1396.9 1382.2 
14 24 14 24 582.9 

3 1408.0 1392.6 

5 1419.2 1403.0 14 24 14 44 593.5 

19 
2 1569.5 1554.6 14 24 14 15 650.6 

4 1581.7 1565.6 14 44 14 15 661.2 

20 

1 1753.1 1736.7 14 15 14 15 718.2 

3 1753.3 1736.7 14 35 14 15 730.4 

5 1768.3 1750.8 14 35 14 35 742.5 

21 
2 1948.1 1931.2 14 15 14 26 815.2 

4 1949.8 1932.6 14 35 14 26 827.4 

22 

1 2157.8 2141.0 
14 26 14 26 912.1 

3 2159.6 2142.6 

5 2360.2 2342.8 14 46 14 26  

23 
2 2378.9 2361.3 14 26 14 17 1026.3 

4 2576.9 2559.3 14 26 14 37 1235.8 

24 

1 2618.7 2602.1 14 17 14 17 1140.5 

3 2812.2 2795.2 14 37 14 17 1350.0 

5 3007.3 2990.4 14 37 14 37 1559.5 
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Figure Captions 

Figure 1 

Schematic of a Coulomb-explosion velocity-map imaging experiment.  A molecular beam is crossed 

with a high-intensity ultrafast laser pulse, which initiates Coulomb explosion.  During the CE the initial 

positions of the atoms within the molecule are mapped onto their final velocities.  The charged atomic 

and/or molecular fragments are accelerated towards a position-sensitive detector by an electric field, 

yielding an (x, y, t) data point for each fragment ion.  The ion arrival times correlate with their mass-

to-charge (m/z) ratio, and the arrival positions correlate with their velocities. 

Figure 2 

(a) Fragment trajectories following vertical excitation from the ground state equilibrium geometry of 

formyl chloride to the ground electronic states of the 3+, 4+ and 5+ cations and (b) the time evolving 

atomic charges, atomic speeds and WBIs calculated by Method IIa. H, C, Cl and O atoms are depicted 

in black/white, grey, green and red, respectively, with black, green and red also used for the respective 

bonds to the C atom, here and in all other plots relating to formyl chloride. The point (0,0) in (a) defines 

the centre of mass, the initial nuclear positions are marked with central black dots, the atomic 

positions are displayed at t = 62.5 fs intervals (out to t = 250 fs) and the corresponding positions of 

the H+ nucleus in the respective panels are displayed in the insets on a larger length scale. 

Figure 3 

Fragment trajectories following vertical excitation from the ground state equilibrium geometry of cis-

1,2-dichloroethene to the ground electronic states of the 4+, 5+ and 7+ cations and (b) the time 

evolving atomic charges, atomic speeds and WBIs calculated by Method IIIa. Here, and in all other 

plots involving cis-dichloroethene, the H, C and Cl atoms are depicted in black/white, grey and green, 

respectively, black, green and grey are used for the C–H, C–Cl and C–C bonds, the C, H and Cl atoms 

labelled 1 start with +x (i.e. on the right of the plot), the C2/H2/Cl2 atoms start at −x (i.e. on the left) 

and, where applicable, the sum of the C1/H1/Cl1 charges is lower than that of the C2/H2/Cl2 atoms 

(i.e. the atoms which have the lower charge sum start on the right). The point (0,0) in (a) defines the 

centre of mass, the initial nuclear positions are marked with central black dots and the atomic 

positions are displayed at t = 62.5 fs intervals (out to t = 250 fs) and the corresponding positions of 

the H+ nuclei in the simulations for the 5+ and 7+ cations are displayed in the insets on an expanded 

length scale. (Note, one H+ nucleus detaches in the simulation of the CE of the 4+ cation also and 

travels beyond the lower right corner of the relevant plot by t = 250 fs, but not sufficiently far to be 

clearly visible in an analogous inset box). 
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Figure 4 

(a) Fragment trajectories following vertical excitation from the ground state equilibrium geometry of 

formyl chloride to the ground electronic states of the 9+, 11+ and 14+ cations and (b) the time evolving 

atomic charges, atomic speeds and WBIs calculated by Method IIa. The point (0,0) in (a) defines the 

centre of mass, the initial nuclear positions are marked with central black dots, the atomic positions 

are displayed at t = 20 fs intervals (out to t = 100 fs) and the corresponding positions of the H+ nucleus 

in the respective panels are displayed in the insets on a larger length scale. 

Figure 5 

(a) Fragment trajectories following vertical excitation from the ground state equilibrium geometry of 

cis-1,2-dichloroethene to the ground electronic states of the 11+ and 14+ cations and (b) the time 

evolving atomic charges, atomic speeds and WBIs calculated by Method IIIa. The data shown in the 

left and centre columns assume instantaneous excitation, while that shown in the right hand column 

assumes sequential excitation via the 4+ and 8+ states with a t = 5 fs ‘waiting time’ at each stage. The 

point (0,0) in (a) defines the centre of mass, the initial positions of the various nuclei are marked with 

central black dots, the atomic positions are displayed at t = 20 fs intervals (out to t = 100 fs), the 

corresponding positions of the H+ nuclei in the respective panels are displayed in the insets on a larger 

length scale, and the 1, 2 atom labelling convention is as defined in the caption to Figure 3.  

Figure 6 

Relative positions of the fragment ions at t = 100 fs following vertical excitation from the ground state 

equilibrium geometry of formyl chloride to the ground state cations with Z = 6-18 (displayed using  

pale through bold points of the appropriate colour to indicate increasing z+ fragment charges), 

calculated (a) using Method IIa and (b) assuming a purely Coulombic model in which the atomic 

charges at all times are assumed to be the asymptotic charges returned by the Method IIa calculations. 

The positions of the H+ fragment ions have been divided by 2 prior to inclusion in panels (a) and (b). 

Panel (c) compares the fragment ion speeds at t = 100 fs predicted by MP2 (filled symbols) and by a 

pure Coulombic model (open symbols) as functions of Z. The arrows in panels (a) and (b) indicate the 

products of fragmentation when Z = 6, 12 and 18. 

Figure 7 

Relative positions of the fragment ions at t = 100 fs following vertical excitation from the ground state 

equilibrium geometry of cis-1,2-dichloroethene to the ground state cations with Z = 8−24 (displayed 

using pale through bold points of the appropriate colour to indicate increasing z+ fragment charges 

and upward and downward pointing triangles to distinguish even and odd Z, respectively) calculated 
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(a) using Method IIa and (b) assuming a purely Coulombic model in which the atomic charges at all 

times are assumed to be the asymptotic charges predicted by the Method IIb calculations. As in Figure 

6, the positions of the H+ fragment ions have been divided by 2 prior to inclusion in panels (a) and (b). 

Panel (c) compares the fragment ion speeds at t = 100 fs predicted by MP2 (filled symbols) and by a 

pure Coulombic model (open symbols) as functions of Z, using circles to identify atoms on the right 

side of panel (a) (positive x), and squares for atoms on the left.   

Figure 8 

Plot illustrating the gradual evolution of the scaled relative asymptotic recoil velocities of the fragment 

ions from CE of the ground states of different Z+ charge states of formyl chloride calculated using 

Method IIa. The velocity of each fragment ion has been normalised and rotated so that the marker Cl 

ion is at vY = 100, vx = 0, and the different precursor Z+ states are colour coded as shown below.  The 

data in (a) are plotted to include the proton velocities, while (b) shows an expanded view of just the 

heavy fragment ion relative velocities.    

Figure 9 

Plot illustrating the near constancy of the relative asymptotic recoil velocities of the fragment ions 

from CE of the ground states of different Z+ charge states of cis-1,2-dichloroethene calculated using 

Method IIa. The velocities of each fragment ion have been normalised and rotated so that the marker 

Cl ion (Cl1) is at vY = 100, vx = 0, and the different precursor Z+ states are colour coded as shown below.  

The data in panels (a) are plotted to include the proton velocities, while (b) shows an expanded view 

of just the heavy fragment ion relative velocities.  
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